TRILLION-ATOM MOLECULAR DYNAMICS BECOMES A REALITY
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By utilizing the molecular dynamics code SPaSM on Livermore’s BlueGene/L architecture, consisting of 212992 IBM PowerPC440 700 MHz processors, a molecular dynamics simulation was run with one trillion atoms. To demonstrate the practicality and future potential of such ultra large-scale simulations, the onset of the mechanical shear instability occurring in a system of Lennard-Jones particles arranged in a simple cubic lattice was simulated. The evolution of the instability was analyzed on-the-fly using the in-house developed massively parallel graphical object-rendering code MDrender.
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1. Introduction

In the fall of 2007 Lawrence Livermore National Laboratory (LLNL)’s BlueGene/L machine was extended from its prior configuration of 131072 IBM PowerPC 440 processors (700 MHz clock speed, providing 2.8 GFlop/s theoretical peak performance, and 256 MB memory per processor) by 81920 additional processors, identical to the others but with twice the memory (512 MB), giving a total of 212992 CPUs with an aggregate memory of 72 TB. As the additional CPUs have twice as much memory, only 52 TB can effectively be used when employing the whole machine in a load-balanced fashion, i.e., in a molecular dynamics (MD) simulation where each processor is assigned roughly the same number of particles. A trillion particles with the position, velocity, and force vectors represented in single precision (12 bytes for each three-dimensional vector) and two additional integers (4 bytes each) to store the particle type and a user-defined tag consume 44 bytes per particle — or about 40 TB for 10^{12} particles. Even after accounting for some additional memory consumption for the Eulerian cells in which particles are organized, on-the-fly
analysis and visualization, and density inhomogeneities on the order of 20%, we demonstrate the first-ever trillion-particle MD simulation on the current Blue-Gene/L configuration at LLNL.

2. The Simulation

We set up a system containing $10^4 \times 10^4 \times 10^4$ Lennard-Jones (LJ) particles in a simple cubic lattice. The lattice constant was chosen to be at the minimum of the LJ $6\!-\!12$ potential (i.e., $0.891\alpha$), and the initial temperature was set to 0.001 by assigning the particles’ velocity components according to a random Gaussian distribution (for a description of LJ units, see Refs. 1 and 4). With this trillion atom simulation we wanted to honor the father of the SPaSM (Scalable Parallel Short-range Molecular dynamics) code, Peter S. Lomdahl, who together with his student Dave Beazley first initiated and spearheaded SPaSM in the early 1990s, first for the Connection-Machine 5 (CM-5) and subsequently for a variety of platforms, where the SPaSM code very successfully simulated millions of atoms addressing impact and crack propagation phenomena in solids. Using a gray-scale digital image of Peter in front of a Cray T3D (1066 x 1066 pixel resolution), we added — according to the gray-scale value of the pixel of the picture — an additional $+x$ velocity component ranging from 0 to 6 (in Lennard-Jones units). This was done for all $z$-planes ($z$ being the direction orthogonal to the paper-plane in Fig. 1) of the crystal. In Fig. 1 the spheres are shaded according to their velocity, which initially consisted of a superposition of a thermal part and the directional velocity assigned by the image. The rendering of the whole system with MD render (with a resolution of 1200 x 1200 pixels) took only about 25 s, while the zoomed-in picture took about twice as long, as fewer processors had to calculate the scene. The simulation

![Fig. 1. 2D slice of the initial configuration of the 3D trillion atom simulation. The gray value indicates the absolute velocity of the atoms ($0 = \text{white}, 6 = \text{black}$ in Lennard-Jones velocity units). By zooming-in to about 0.5% of the system length near the tip of the letter “S”, the pixelized nature of the image used to assign the local nonthermal velocities can be seen. The fuzzy gray area represents regions where only thermal velocities are present. By using the nearest neighbor distance for Cu ($0.255 \text{ nm}$), the edge length of the simulated crystal is $2.55 \mu\text{m}$.]
was run for 40 timesteps with a timestep of 0.001, using the analytical LJ 6–12 potential truncated at $2.5\sigma$. This small timestep was needed in order to properly resolve the strong local shocks originating from the initial velocity pattern and the mechanical shear instability of the simple cubic LJ system (for less “violent” simulations, a timestep between 0.005–0.01 is usually adequate). The wall-clock time

![Fig. 2. Evolution of the trillion-atom simulation for timesteps 10, 30, and 40. The three different zoom-ins for timestep 40 (the first zoom-in shows 2% of the edge length of the system) show the nucleation pattern of the local shear instability, as well as the atomistic nature of the crystal (gray-scale indicates the velocity of the atoms ($0 = $white, $6 = $black)).](image-url)
for one iteration was between 45–49 s, which falls in line with the earlier timings on the 131072 processor BlueGene/L cluster after accounting for the lower density of the present simple-cubic lattice.\textsuperscript{3} Images rendered on-the-fly using $MD_{\text{render}}$ are shown in Fig. 2; the overall appearance does not change much up to 20 timesteps, but at timestep 30 the picture appears fuzzier due to local shock gradients and associated shear effects. The gray area (initially consisting of only thermal velocities) also deforms by nucleating thin long (on the order of 10 atoms in length) regions aligned to (100) directions that have increased velocities. As this work is a continuation of a series of record-breaking MD simulations reported in the journal \textit{Int. J. Mod. Phys. C},\textsuperscript{8,2,3} and was only meant to demonstrate the potential and practicality of ultra large-scale MD simulations, we stopped the simulation after 40 timesteps.

3. Conclusions

We have demonstrated that on today’s high-performance architectures a 3D cubic crystal with an edge length of about 2.5 $\mu$m can be simulated; a 10 ps simulation could be performed within a couple of days. Assuming that the current trend of computational power doubling about every 18 months continues, we can expect to describe metallographic and meso-turbulence scales (for example, 0.25 mm for 0.1 $\mu$s) in 20 and 50 years by atomistic methods in 2D and 3D, respectively. Furthermore, one can expect that engineering scales (for example, 2.5 cm for 1 ms) can be fully resolved by atomistic methods in 60 and 100 years in 2D and 3D, respectively. As we have shown earlier, important progress can readily be made with today’s computational capacity in the areas of material science, turbulence, and agent-based modeling;\textsuperscript{4,9–15} these future advances will enable other studies that are currently impractical, such as polycrystalline materials with $\mu$m grain sizes, direct \textit{ab initio} calculation of forces in large-scale MD, or uncertainty propagation and quantification using ensembles of simulations. By efficiently combining atomistic methods with more coarse-grained methods, or with techniques for accelerating infrequent event processes,\textsuperscript{16} significant improvement should be possible much earlier. Assuming further progress is made in these algorithmic areas, alongside the expected advances in hardware capabilities, atomistic methods such as MD could potentially revolutionize the field of engineering. This could lead to a more predictive and therefore very efficient and reliable approach in the science and engineering of materials, including challenges involving complex turbulent flows.
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